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PART A

(PART A : TO BE REFFERED BY STUDENTS)

**Experiment No.08**

**A.1 Aim:**

Implementation of Dynamic Programming Technique – Matrix Chain Multiplication.

**A.2 Prerequisite:**

1. Concepts of Dynamic Programming Technique of algorithm design.

2. Knowledge of Matrix Handling.

3. Knowledge of Implementing Recursion.

**A.3 Outcome:**

**After successful completion of this experiment students will be able to**

1. Design & implement a solution using Dynamic Programming Technique.
2. Identify different problems that can be solved by using Dynamic Programming Technique.
3. Identify applications of Matrix Chain Multipliacation Problem.

**A.4 Theory:**

**A.4.1.**

The chain matrix multiplication problem is perhaps the most popular example of dynamic programming used in the upper undergraduate course (or review basic issues of dynamic programming in advanced algorithm's class).

The chain matrix multiplication problem involves the question of determining the optimal sequence for performing a series of operations. This general class of problem is important in complier design for code optimization and in databases for query optimization. We will study the problem in a very restricted instance, where the dynamic programming issues are clear. Suppose that our problem is to multiply a chain of n matrices A1 A2 ... An. Recall (from your discrete structures course), matrix multiplication is an associative but not a commutative operation. This means that you are free to parenthesize the above multiplication however we like, but we are not free to rearrange the order of the matrices. Also, recall that when two (non-square) matrices are being multiplied, there are restrictions on the dimensions.

Suppose, matrix A has p rows and q columns i.e., the dimension of matrix A is p × q. You can multiply a matrix A of p × q dimensions times a matrix B of dimensions q × r, and the result will be a matrix C with dimensions p × r. That is, you can multiply two matrices if they are **compatible:**the number of columns of A must equal the number of rows of B.

In particular, for 1 ≤ i ≤  p and 1 ≤ j ≤ r, we have

C[i, j] = ∑1 ≤ k ≤ q A[i, k] B[k, j].

There are p . r total entries in C and each takes O(q) time to compute, thus the total time to multiply these two matrices is dominated by the number of scalar multiplication, which is p . q . r.

***Dynamic Programming Approach***

The first step of the dynamic programming paradigm is to characterize the structure of an optimal solution. For the chain matrix problem, like other dynamic programming problems, involves determining the optimal structure (in this case, a parenthesization). We would like to break the problem into subproblems, whose solutions can be combined to obtain a solution to the global problem.

For convenience, let us adopt the notation Ai .. j, where i ≤ j, for the result from evaluating the product  Ai Ai + 1 ... Aj. That is,

Ai .. j ≡ Ai Ai + 1 ... Aj,    where i ≤ j,

It is easy to see that is a matrix Ai .. j  is of dimensions pi × pi + 1.

In parenthesizing the expression, we can consider the highest level of parenthesization. At this level we are simply multiplying two matrices together. That is, for any k, 1 ≤  k ≤  n − 1,

A1..n = A1..k  Ak+1..n .

Therefore, the problem of determining the optimal sequence of multiplications is broken up into two questions:

Question 1: How do we decide where to split the chain? (What is k?)

Question 2: How do we parenthesize the subchains A1**..**k  Ak+1..n?

The subchain problems can be solved by recursively applying the same scheme. On the other hand, to determine the best value of k, we will consider all possible values of k, and pick the best of them. Notice that this problem satisfies the principle of optimality, because once we decide to break the sequence into the product , we should compute each subsequence optimally. That is, for the global problem to be solved optimally, the subproblems must be solved optimally as well.

The key observation is that the parenthesization of the "prefix" subchain A1..kwithin this optimal parenthesization of A1..n. must be an optimal parenthesization of A1..k.

**Dynamic Programming Formulation**

The second step of the dynamic programming paradigm is to define the value of an optimal solution recursively in terms of the optimal solutions to subproblems. To help us keep track of solutions to subproblems, we will use a table, and build the table in a bottom­up manner. For 1 ≤ i ≤ j ≤ n, let m[i, j] be the minimum number of scalar multiplications needed to compute the Ai..j. The optimum cost can be described by the following recursive formulation.

Basis: Observe that if i = j then the problem is trivial; the sequence contains only one matrix, and so the cost is 0. (In other words, there is nothing to multiply.) Thus,

m[i, i] = 0 for i = 1, 2, ..., n.

Step: If i ≠ j, then we are asking about the product of the subchain Ai..jand we take advantage of the structure of an optimal solution. We assume that the optimal parenthesization splits the product, Ai..j into for each value of k, 1 ≤  k ≤  n − 1 as Ai..k . Ak+1..j.

The optimum time to compute is m[i, k], and the optimum time to compute is m[k + 1, j]. We may assume that these values have been computed previously and stored in our array. Since Ai..kis a matrix, and Ak+1..jis a matrix, the time to multiply them is pi − 1. pk . pj. This suggests the following recursive rule for computing m[i, j].

![Matrix chain recurrence](data:image/gif;base64,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)

To keep track of optimal subsolutions, we store the value of k in a table s[i, j]. Recall, k is the place at which we split the product Ai..j to get an optimal parenthesization. That is,

s[i, j] = k such that m[i, j] = m[i, k] + m[k + 1, j] + pi − 1. pk . pj.

**A.5 Procedure/Algorithm:**

**A.5.1:**

Matrix-Chain(array p[1 .. n], int n) {

Array s[1 .. n − 1, 2 .. n];

FOR i = 1 TO n DO m[i, i] = 0; // initialize

FOR L = 2 TO n DO { // L=length of subchain

FOR i = 1 TO n − L + 1 do {

j = i + L − 1;

m[i, j] = infinity;

FOR k = i TO j − 1 DO { // check all splits

q = m[i, k] + m[k + 1, j] + p[i − 1] p[k] p[j];

IF (q < m[i, j]) {

m[i, j] = q;

s[i, j] = k;

}

}

}

}

return m[1, n](final cost) and s (splitting markers);

}

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

PART B

(PART B : TO BE COMPLETED BY STUDENTS)

***(Students must submit the soft copy as per following segments within two hours of the practical. The soft copy must be uploaded on the Blackboard or emailed to the concerned lab in charge faculties at the end of the practical in case the there is no Black board access available)***

|  |  |
| --- | --- |
| Roll No. | Name: |
| Class : | Batch : |
| Date of Experiment: | Date of Submission |
| Grade : | Time of Submission: |
| Date of Grading: |  |

**B.1 Software Code written by student:**

***(Paste your c/c++ code completed during the 2 hours of practical in the lab here)***

**B.2 Input and Output:**

***(Paste your program input and output in following format, If there is error then paste the specific error in the output part. In case of error with due permission of the faculty extension can be given to submit the error free code with output in due course of time. Students will be graded accordingly.)***

**Input Data:**

**Output Data:**

**B.3 Observations and learning:**

***(Students are expected to comment on the output obtained with clear observations and learning for each task/ sub part assigned)***

**B.4 Conclusion:**

*(****Students must write the conclusion as per the attainment of individual outcome listed above and learning/observation noted in section B.3)***

**B.5 Question of Curiosity**

***(To be answered by student based on the practical performed and learning/observations)***

Q.1 Identify & discuss the real life applications Matrix Chain Multiplication.

Q.2 Consider the matrices P, Q, R and S which are 20 x 15, 15 x 30, 30 x 5 and 5 x 40 matrices respectively. What is the minimum number of multiplications required to multiply the four matrices?

Q.3 Compare various technique of matrix chain multiplication.

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*